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Abstract

Currently, the National Crime Victimization Survey (NCVS) relies on generalized variance functions (GVFs) for the
calculation of standard errors and for significance testing. However, GVFs developed for the NCVS are
cumbersome when multiple estimates are produced, do not allow for complex analyses such as regression modeling,
and the accuracy of GVF estimates for outcomes not included in developing the GVF parameters is unknown. Use
of GVFs requires knowledge about the correct GVF parameters and formulas to use, and these decisions are
dependent on the outcome of interest.

Direct variance estimation techniques such as Taylor Series Linearization (TSL) and Balanced Repeated Replication
(BRR) allow variances to be calculated using existing software packages, making estimation more straight forward
for most users. Both estimation techniques require study design data (i.e. stratification variables and primary
sampling units) in either the creation of the weights (BRR) or in the variance estimation itself (TSL), so resulting
estimates accurately reflect the complex survey design. While the NCVS public use file contains some design
variables, the full set of variables are not publically available due to disclosure concerns. This paper presents the
first evaluation of the feasibility of direct variance estimates based on the available design variables and addresses
logistical challenges imposed by direct estimation techniques, specifically those encountered when estimating
victimization rates based on multiple input files and sampling weights.

We discuss the complexities associated with calculating direct variance estimates for the NCVS and compare direct
variance estimates (TSL and BRR) to estimates produced using GVFs. We evaluate these methods for multiple
outcome types (e.g. totals and rates), subgroups of interest (e.g. gender, race, and age), and for single and multi-year
estimates. Additionally, we develop recommendations for users of the NCVS public use files regarding NCVS
variance estimation.

1. Introduction

The National Crime Victimization Survey (NCVS), sponsored by the Bureau of Justice Statistics (BJS), provides
estimates of the incidence and characteristics of criminal victimization in the United States. When calculating NCVS
estimates, researchers must take into account the complex stratified, four-stage sample design and analysis weights.
Stratification, clustering, and variation in analysis weights all affect the variances of survey parameters, and not
appropriately accounting for these factors during estimation can lead to invalid results (Cochran, 1977).

Two broad methods exist for calculating variances of estimates from complex sample designs: Generalized Variance
Functions (GVFs) and direct variance estimation. GVFs model the design-consistent variances for multiple survey
estimates to obtain GVF parameters. Using the formulas and parameters from the GVF models, users are able to
calculate approximations of variances without knowledge of the sample design. Direct variance estimation uses
software that accounts for complex sample designs. Two direct variance techniques are Taylor Series Linearization
(TSL) and Balanced Repeated Replication (BRR).

Currently, BJS uses GVFs to calculate variances of NCVS estimates. However, the GVFs developed for the NCVS
do not allow for complex analyses such as regression modeling, are cumbersome when multiple estimates are
produced, and produce GVF estimates for outcomes not included in developing the GVF parameters that are of
unknown accuracy. Use of GVFs requires knowledge about the correct GVF parameters and formulas to use, and
these decisions are dependent on the outcome of interest.



Direct variance estimation has not been used for the NCVS because two ditedyaisd two weights are needed
for the calculation of key NCVS estimates (victimization rates): a population weigheftioen the household or
person-level file and a victimization weight from the incident file. Theupation weight represents the number of
persons or households in a domain of interest. The victimization weighsesps the number of victimizations
experienced by the person or household. In order to properlyatalthe variance of a rate both weights are
required. However, currently, no software package allows fomtgight values to be used in the calculation of the
variance, making it difficult to use direct variance estimation.

This paper examines the feasibility of using direct variance estimatioref&lGN'S. It compares GVF estimates to
two direct variance estimation methods (TSL and BRR). When comparing\direance estimation to the current
GVF approach, the following areas are addressed:

Single year estimation
Pooled year estimation
Cross single year estimation
Cross pooled year estimation
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2. Variance Estimation Options

The NCVS sample consists of approximately 50,000 sample housisgaldtted each year with a stratified, multi-
stage cluster design. The Primary Sampling Units (PSUs) composingstredge of the sample include counties,
groups of counties, or large metropolitan areas. PSUs are furth@edrimio strata. Large PSUs are included in the
sample automatically and eaistassigned its own stratum. These PSUs are considered to be self-repréS&tjting
since all of them are selected. The remaining PSUs, called non-self-repre@dBitjgoecause only a subset of
themis selected, are combined into strata by grouping PSUs with similar gbagasyg demographic
characteristics, as determined by the decennial Census used to design thefsaingle. NSR PB is selected

from each stratum. For analytic purposes, the SR PSUs are each separa&teripstudo-PSUs and labeled as
coming from the same pseudo-stratum. Each NSRiB8&ired with a second NSR PSU selected from a similar
stratum and labeled as two pseudo-PSUs coming from the same pseudw-3Jthatpseudo-PSUs and pseudo-
strata are important concepts for the variance estimation methods describedrxbknw used to describe the
sample design when analyzing the data.

The NCVS sample of PSUs is drawn every 10 years from the decennsalsCard used until the next decennial
Census is available at which point a new sample of PSUs is selected. éxiagapely mid-decade, sample

selection from the most recent Census is phased in, and prior teaiimpie selection is based on the Census before
the most recent one. For example, prior to 1995, the sample wasfdsawtme 1980 decennial Census. From
January, 1995 until December, 1997, the sample drawn from theCE3#is was phased in. From Janua@g8

until approximately 2005, the complete NCVS sample was drawn froa®8@ Census. From 2005 through 2007,
samples from the 2000 Census were phased in. As will be showrgribigidn between decennial PSU samples is
important when implementing direct variance estimation.

Because of the continuing nature of the NCVS, a rotation scheme isoumeald interviewing the same household
indefinitely. A sample of housing units is divided into six rotatiooups, and each group is interviewed every six
months for a period of three years. Within each of the six rotgtionps, six panels are designated. A different
panel is interviewed each month during the six-month period. Wathih selected NCVS household, all persons
aged 12 and over are eligible to complete the interview.

Multistage sample designs like the one employed in the NCVS complicate data aivadgsikesindividual person
and household observations are not independent (Wolter, 1985). Theatibssrare correlated due to having been
selected from geographic or household clusters of likely similaegumits (housing units within a PSU and
persons within a household are likely correlated). Also, using the sample of PSUs for a ten-year period,
combined with repeated interviews of the same housing unitgatating three year periods, causes estimates from
years using the same PSU sample to be correlated.



In the sections that follow, three methods for variance estimationsatesded and compared. The first is the use of
generalized variance functions (GVFs), which have been available for usthevNICVS public use data since its
inception in 1992. The other two, Taylor series linearization (TSL) and balaepeated replication (BRR), are two
direct variance estimation methods that are being explored as alternative methusdsWih the NCVS public use
data.

Direct variance estimation methods use statistical Exhibit 1. Grouping of Years by Decennial Census
software designed to calculate the variance of an and Number of Strata by Year

estimate directly from the full dataset. In order to
implement direct variance estimation, users must

organize and code the data so that each observation i Groupmg' of Yearsby Number
associated with the stratum and PSU from which it was Decennial Census Year  of Strata
selected. To this end, the public use data files include 1993 164
the following two variables: Year Group 1 1994 164

PSU sample primarily from the

Pseudo-stratum: The variable designating the 1980 Decennial Census 1995 164
pseudo-stratum code associated with each 1996 164
observatioris created from the sampling strat&
used to select the PSUs. 1997 143
1998 143
Half-sample: The variable designating the 1999 143
pseudo-PSU code associated with each 2000 143
observation is created from the sampling PSu¥ear Group2
selected into the sample. The term “half- PSU sample P“mar”y fromthe 2001 143
sample” is used since there are two pseudo- 1990 Decennial Census 2002 143
PSUs from each pseudo-stratum which
approximately divide the sample in half. 2003 143
2004 143
The terms “stratum’” and “PSU” will be use'd 2005 144
throughout this paper to refer to the variables pseudo=
stratum and half-sample. 2006 160
_ 2007 160
Exhibit 1 presents the number of strata included on theY €ar Group3
NCVS public use files from 1993 through 2010 with ~ PSU sample primarily from the 2008 160
each stratum containing two PSUs. The exhibit also 2000 Decennial Census 2009 160
presents the grouping of years for which Decennial
Census data were used to select the sample of PSUs 2010 160

contributing to the data for the years in each group.

Except for issues arising from the phase-in/phase-out periods, theuB&U® select the data within a Year Group
are the same for each year, whereas for the between Year Groupspless# PSUs are different. Thus, the data
between Year Groups are assumed to be independent but the data within a Mpar&essumed to be cluster
correlated within the PSUs across years. These assumptions will bewudeddt variance estimation. Although
these assumptions are only approximately true due the phase-in/phasecess, the assumptions are necessary
since the public use data files do not contain the level of detail needed to sepaialyt for the overlap of PSUs
during the phase-in/phase-out period. The approximations will, howepgors@ppropriate direct variance
estimation.



2.1 Generalized Variance Functions

Within the NCVS, GVFs are estimated by the U.S. Census Bureau and approxanagahce of an estimate as a
function of readily available information about the estimate. The processlstagelecting a set of NCVS estimates
and calculating their associated variances. Over the years, the CensushBsrestimated the variances using
different direct variance estimation methods, including TSL, jackkni®RR Band successive difference replication.
The first three methods are widely used (Wolter, 1985), but the latterdseaspecialized method described in Fay
and Train (1995) and Ash (2010). Modeling methods, like theseribed in Wolter (1985, Chapter 5), are then
used to model the variance as a function of such values as the estimampleesize or the population size, or
other characteristics related to the sample design (such as location orsurhaaly or to the respondent (such as
age, race, or marital status). It is also common that separate models are requaediuertypes of estimates, for
example, victimization rates, totals, or percentages. The resulting models are called genaraizeel functions,

or GVFs.

Although GVFs have the advantage of allowing users to calculate desigisteahvariance estimates without
knowledge of the sample design, they are limited to the specific sitsidtiowhich they are designed. For example,
when studying the relative victimization rate of African American versus Vinitericans, GVFs are available for
the two separate victimization rates, but not for the relative victimization rate (or, thefréwgotwo individual
victimization rates). Moreover, separate GVFs are needed for different victimizatenayg for each year. Thus,
when conducting a large analysis spanning several years and victimizgs, many different GVFs are needed,
which makes it difficult to manage the analysis.

Importantly, reporting crime victimization statistics that either exclude or incleides or repeat victimizations, is a
complicating factor for this analysis. Series victimization reporting is alloweshwa respondent is unable to
separate the facts of six or more similar victimizations occurring watlsik month period. In cases like these, the
respondent can report the number of victimizations and only the details of theeoerg event. Until recently, BJS
reported crime statistics excluding series reported victimizations, but BJS now oejmoetsictimization statistics
including series victimizations (Lauritsen, Owens, Planty, Rand, & Trug@d?). Up until this change, the U.S.
Census Bureau created GVFs for estimates excluding series victimizations. 208/yhe Census issued updated
GVFs for estimates including series victimizations for years 2008 through 2@h&ugh most sections of this
paper will use data including series victimizations, some sections will use datdiegdaries victimizations for
comparison to past work or situations in which GVFs for estimates inglgeéries victimizations are not available.
Each situation will be identified clearly.

2.2 Taylor SeriesLinearization

For a stratified multistage cluster sample like the one used for the NCVS, thareribiased variance estimator for
a linear statistic. An example of a linear statistic is the estimated total numbetirafzations for a year given by
Y = 2?:1 w;y; wherew; andy; are the analysis weight and the number of victimizations incurred bY the j

participant in the survey, respectively. The variance estimator is basedaomtimnly used assumption that the
PSUs in a multistage sample were selected with replacement. Although replacemsetde8ah is almost never
done, it is a good approximating assumption when the samplirtipfrdce., the ratio of the number of PSUs
selected and the total number of PSUs in the stratum) among the PSlaf.isemnthe NCVS, there are only two
PSUs per stratum selected out of a large number of PSUs available per stoafvemeplacement PSU sampling
assumption is appropriate. The variance estimation formula is

H
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whereyY,; = Z;":"li WhijYhij andy, = Z?jl Vni /Mn. The subscripts have been expanded to include sttatB$Us
(i), and respondentg)( and withn,, being the number of PSUs in a stratum ang the number of respondents in a

PSU. This variance estimator has been shown to be unbiased for linear st&éstidal{ Swensson, and Wretman,
1992; Williams, 2000).



When considering a nonlinear statistic, the TSL method replaces the nostatesiic with a first order Taylor
series linear approximation and then uses the above variance estimatoeWitkahapproximation data to
estimate the variance of the nonlinear statistic. The resulting variance estimatesssi@igbestimate of the
variance of the nonlinear statistic. For example, the victimization rate is estimaiee-1§/X whereY is the
estimated total number of victimizations as just describedandy’_; w; is the estimated total number of people
(for personal crimes) or households (for property crimes) ipadpalation. Following the descriptions in Wolter
(1985, Section 6.5) or Williams (2008), it can be shown that the ireeavalues for a ratio ag = (y; — Rx;)/X.

The TSL method is widely implemented in

statistical analysis software packages, such as
SUDAAN, SAS, Stata, and SPSS. All of these
analysis packages automatically determine the

Exhibit 2. Cross Year Strata and PSUs

linearized values for a wide range of statistics Cross-Year Strata PSUs

without the need for user input. However, the Year Pseudo-stratum | Half-sample Years of

analysis packages require the user to specify the grqyp (V2117) (V2118) Data

strata and PSUs used to select the sample so that

the variance can be estimated appropriately. For 1 1 1 1993-1996

an estimate based upon data from a single year, 1 1 2 1993-1996

the variables Pseudo-stratum and Half-samapd 1 2 1 1993-1996

the variables that specify the strata and PSUs to

the analysis package. The situation is slightly 1 2 2 1993-1996

more complex when analyzing data across years : : :

because of the use of the same PSUs across 10-

year intervals and the repeated interviewing of the 1 164 1 1993-1996

same households over three years. In this 1 164 2 1993-1996

situation, the same strata and PSUs are used 2 1 1 1997-2005

across years within the Year Groups shown in

Exhibit 1. The key is to group data across the 2 1 2 19972005

years by the strata and PSUs used to select the 2 2 1 19972005

data. ThusExhibit 2 illustrates how to create

cross-year strata so that data within the same Year 2 2 2 19972005

Group use the same strata and PSUs in the

variance calculation, which will capture the

statistical correlation among these data. On the 2 144 1 19972005

other hand, the cross-year strata will separate the 2 144 2 19972005

data from two different Year Groups in the 3 1 1 2006-2010

variance calculation and treat the different Year

Groups as statistically independent. 3 1 2 2006-2010
3 2 1 2006-2010
3 2 2 2006-2010
3 160 1 2006-2010
3 160 2 2006-2010




2.3 Balanced Repeated Replication

BRR is another commonly used direct variance estimation method for cosapimle surveys (Lumley, 2008).

Like the TSL method, BRR takes advantage of the with replacement saespdingption of the PSU sample. BRR

is most easily implemented for a stratified sample with 2 PSUs selectedapemdike the pseudo-strata and
pseudo-PSUs of the NCVS. The method proceeds by separating the NCY&figamples created by selecting

one PSU from each stratum and the weights of observations in the seldtsahiple are doubled, while the
weights for the remaining observations are set to zero. A halfleaspmate of a statistic (victimization total, rate,
or percent) is then obtained from the half-sample data. A large nuihef-samples are generated along with a
corresponding set of half-sample estimates denotég, as 6, where G is the total number of half-samples created.
The variance is then estimated by

G
V() = Z(eg ~6)’ /G
g=1

where# is the estimated statistic from the full NCVS sample. The set of half-samplasaly selected so that they
are in full orthogonal balance, in which case an efficient and consistent estirttatesafiance in obtained. The
conditions and methods for creating half-samples with full orthodmalahce are described by Wolter (1985,
Chapter 3).

Similar to the TSL method, special consideration is needed to account fmetitegp in strata and PSUs within a
Year Group. The same cross-year strata and PSUs preseBiddhir 2 can be used when forming the BRR half-
samples. When analyzing data from a single Year Group, the strat&aisdspecific to that Year Group are used to
form the half-samples for BRR estimation. Once formed, the sameamajflss are used for all years within the
Year Group. For example, for Year Group 1, there are 164 strata eachR&tts for all the years of data in Year
Group 1 and the half-samples would be formed from these straRSual For analyses using data from two Year
Groups, half-samples are needed using the strata and PSUs fro¥feaotBroups. For example, if data were being
compared across Year Groups 1 and 2, say pooled data from1B3&3compared to 1997999, then half-samples
would be created from the combined 208 (164 + 144 = 208) stoaaYfear Groups 1 and 2. Finally, if all 3 Year
Groups were included in the analysis, half-samples would be create@lir368 strata (164 + 144 + 160 = 368). In
any of these cases, the data within a Year Group would be included oreeikfriuiah the same half-samples so as to
capture the correlations due to sharing the same PSUs in a Year Group.

3. Preparing NCV S Data Filesfor Direct Variance Estimation

Three NCVS data files are needed for NCVS estimation: the household-level file, theleee file, and the
incident-level file. The household-level file contains one record for eachledimousehold in the NCVS per
reporting period. It contains data from the household screeningiewemwhich assesses whether a household
experienced any property crimes during the previous six months. Tbehad-level weight is contained on the
household file, and is used to calculate household population estimated faaetthe denominators of property
victimization rates.

The person-level file contains data for each household member agedld@ron oesponding NCVS households.
Each record corresponds to a sampled person within a reporting.d2ai@ come from the personal screening
interviews which are administered to all eligible and participating household nerberscreening interview
determines whether a person experienced a personal victimization durprgutoeis six months. The person-level
weight, contained on the person file, is used to calculate population estinetderutie denominators of personal
victimization rates.

In most cases, the incident-level file contains one record for each victimizggioried by NCVS respondents. It
contains both property crimes reported by the household respondetioiiigehold burglary, motor vehicle theft,
and theft) and personal crimes reported by any NCVS respondent (i.e., rapledssault, robbery, aggravated
assault, simple assault, and personal theft). The incident file contains data to eletssifgations based on crime
type as well as details of each victimization drawn from the incident report (esgnpearesent, victim-offender
relationship, weapon use). If the respondent reports six or morenatimcidents of a similar nature but cannot



recall specific details of each incident, the incidents are collapsed into a singleaetiedncident-level file and
the total victimization count is recorded. These types of victimizations are called setifaations. The
victimization weight is contained on the incident-level file and is used to estingateimber of criminal
victimizations with a given characteristic. It is used to estimate victimization totals araftgyng and to estimate
the numerators of personal and property victimization rates.

Victimization totals and proportions are calculated from a single file usingke sieight (incident-level file and
victimization weight, respectively). Therefore, the only steps needed to @fepalirect variance estimation of
victimization totals and proportions are to: 1) create the year group variable aséisnSection 2, and 2) to
ensure that all strata and PSUs are represented on the incident-level file. Becausdetiitelével file only
contains data for persons and households reporting victimizations, Rf&lts mo respondents reported
victimizations are not represented. To ensure that the NCVS design is appropriately teqresemmy records
should be added to the incident-level file for any PSUs not represented. Folthesegsteps, the incident file is
ready for direct variance estimation of victimization totals and proportions.

Calculating victimization rates requires knowledge about the total population and the vichoyzeation.
Victimization rates are calculated by taking the ratio of the number of victimizatiohe total population and
multiplying this ratio by 1,000. The numerator of the victimization ragsisnated from the incident-level file,
using the victimization weight. For property crimes, the denominatotdslated from the household-level file with
the household weight. For personal crimes, the denominator is calcutatethé person-level file with the person
weight. Because estimates of victimization rates are based on two files and teforsstshts, which current
software packages cannot accommodate, pre-processing is needéal galoulating direct variance estimates.
Victimization summaries, unweighted counts of victimizations with the charactesjstidfiterest, must be
calculated from the incident-level file and moved to the person and houfidgsofatior to direct variance
estimation. Furthermore, the victimization weights must be parsed out into th@ioients and applied to
estimates, as appropriate. These pre-processing steps are outlined in det&ildW $héirect variance user’s guide
(Shook-Sa, Couzens, & Berzofsky, in pres#)ich will be made available to NCVS analysts.

4. Single Year Estimates

This section explores single year victimization rate and total estimates and compares thi&G\&Rd BRR
variance estimation approaches. The following victimization types are included:

Personal Victimization Types Property Victimization Types
m Rape/sexual assault m Household burglary
m Robbery m  Motor vehicle theft
m  Aggravated Assault m Theft
m  Simple Assault
m Personal theft

For each of these victimization types, estimates were produced for the fgjlsubpopulations:

Personal Victimization Subpopulations Property Victimization Subpopulations
m  Sex m Household Income
m Race m Region
m Age Category m  Rural/Urban
m  Region m MSA Status
m Rural/Urban
m  MSA Status

To study the relationships among these variance estimates, the percent relativd staoidéRSE) was used. The
percent RSE is the square root of the variance of an estimate divitieel dstimate, and is expressed as a
percentage(lOO X ,/Var(Y)/Y). The percent RSE removes the scale of the estimate and allows comparisons to
made across multiple types of estimates with different scales (e.g., totalsragesys



As previously noted, in 2012, BJS shifted from excluding series repadtanizations to including series reported
victimizations in NCVS analyses and products. In July 2013, the U.S. CBusesu released new GVFs for
estimates in which series reported victimizations were included, whereas previoushdr&&4s were for
estimates in which series reported victimizations were excluded. For this reason, sepaid¢eatmn is given to
estimates from 2008 and later versus estimates created prior to 2008.

4.1. 2008-2011 Single Year Estimates

Exhibit 3 presents three figures summarizing the results for crime victimization rat@adte year estimates from
2008 through 2011. Series reported victimizations are included in the estimathe @\Fs. The figures display
the relationship between the three variance estimation metht8k vs. GVF, BRR vs. GVF, and TSL vs. BRR

by plotting percent RSE from one method along the horizontal (xpagishe alternative method along the vertical
(y) axis. If two methods produce consistent results then tieobthe RSE comparisons would fall along thé 45
line of equality between the two methods with some estimates varyintysifbve or below the line. Figures were
also produced for crime victimization totals, but they were almost identical tactiization rate figures and are
therefore, not presented herein.

The first item of note is that both the TSL and the BRR methods nte¢cB\F method well. The RSEs in both
Figures 1 and2 are centered on the %4bne with no major discrepancies apparent except for a few outlyingspoint
When the RSEs are less than 30%, they are tightly clustered around time 4®hile a wider spread is found for
the estimates with RSEs greater than 30%. An estimate with a large RSE is not reliaalgdstnd will have a
wide confidence interval no matter which variance estimation method iskigades 1 and2 provide confidence
that the TSL and BRR methods applied to the public use data files are mébehmgthods used by the Census
Bureau when producing the GVFs.

A second item of note is that the TSL and BRR methods yield almoglyetkeecsame results as shownHigure 3.

All plotted values are extremely close to thé #Be. In addition, the relationship between TSL and BRR was
explored for pooled-year estimates and for comparison tests betweenAleaf these situations also showed that
TSL and BRR variance estimates and tests of differences were almost thesthme for the NCVS public use
data. In addition, as describedSection 2.2.3, the BRR method requires a much more complex data set up to
account for the phase-in/phase-out of PSUs across the Year GroufisetAi@L method. Furthermore, although
several analysis packages support both TSL and BRR methods, theenadst widely used by NCVS researchers is
SPSS, which does not support BRR variance estimation. For these readardirdRvariance estimation was not
examined further, and the remainder of this paper will focus on Tr8ttdrariance estimation.
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Exhibit 3. Percent RSEsfor Selected Crime Victimization Ratesfor Single Y earsfrom 2008 through 2011

Figurel. TSL vs. GVF Figure2. BRR vs. GVF Figure3. TSL vs. BRR
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4.2. Pre-2008 Single Year Estimates

As stated earlier, for years prior to 2008, the U.S. Census Bureau haspared GFVs for estimates in which
series victimization reports are included, but GVFs are available for estimates irsetigshvictimizations are
excluded. Thus, this section will give special attention to the years p200®and to the impact that either
including or excluding series reported victimizations has on variance estimation.

To explore this situation, single year estimates were prepared for the298drthrough 2006 both including and
excluding series-reported victimizations. Direct TSL variances were calculated fothakefestimates. The GFVs
developed excluding series-reported victimizations were applied to all of the estin@teingmthe estimates in
which series victimizations were included. The results are summariZadhibit 4 in which the percent RSEs from
the TSL method are compared to the percent RSEs from the GVFs.

As demonstrated in a similar analysis presente&kinon 4.1, the results for crime victimization totals were almost
exactly the same as for rates and have been excluded from this$gsfically, when the estimates include series
reported victimizations, as shown Higure 1, the majority of the plotted values are above tHeli#® of equality,
which means that most of the TSL percent RSEs are greater than the GVE R&EsenThis is likely due to the

fact that the GVFs for these years were developed excluding series reported victimaaditims GVF RSEs are
too small since they do not account for the added variability that arigesrfchuding series-reported

victimizations. Additional evidence for this inference is showRigure 2 in which the estimates exclude series
reported victimizations. In this situation, the TSL and the GVF methodschaiggh as shown by the tight
clustering of the plotted RSEs around thé& Wge of equality. Although we do not recommend using the GVFs for
years prior to 2008 for estimates that include series victimizations, the GMéstifoates excluding series
victimization prior to 2008 appear to be appropriate.

Exhibit 4. Percent RSEsfor Selected Crime Victimization Ratesfor Single Y earsfrom 2004 through 2006

Figure 1. Including Series Reported Figure 2. Excluding Series Reported
Victimizations Victimizations
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for the years prior to 2008 were created excluding series victimizationgatable variance estimates were thus
available from both GVF and TSL variance estimation methods for the yedas eonsideration. GFVs created by
the Census Bureau that include series reported victimizations are only avail&fle§dhrough 2011, but this
four-year window is not long enough to generate non-overlappiag-ffear time periods for pooled estimates. For
this reason, the earlier data from 20PQ04 and 20052007 have been used. The TSL direct variance method can
be used when either including or excluding series reported victimizations.

Exhibit 5 presents a comparison of the TSL percent RSEs and the GVF percent RSEfefbeptimates from
2002-2004 and 20052007, similar to what was presentedEinhibit 3- Figure 1. The results for crime
victimization totals were nearly identical to the rates and thus are not included. Then@VSL variance methods
correspond very closely for pooled year estimates as demonstrated ttde yalues, which are clustered tightly
around the 4%line of equality for the two methods. This reinforces the earlieclasion that the TSL direct
variance estimation method has been properly specified for use w8V public use data. In addition, it is
expected that pooled year estimates including series reported victimizations wilrbpregely addressed by both
the TSL and GVF methods as the data become available for the years 20@gard b

Exhibit 5. Percent RSEsfor Selected Crime Victimization Ratesfor Pooled Year Estimates from 2002—2004
and 2005-2007

Victimization Rates

Note: Series reported victimizations were excluded.
6. Cross Single Year Comparisons

This section considers tests of differences, or comparisons, betat®@ates from two years. The hypothesis tested
isH,: R, = R; vs.H,: R, # R; wheréR,, andR; are the victimization rates for two different yeargnds. The test

statistic isz = |, — r;|/+/Var(r;~ r;) wherer,, andr; are the estjmated values of the two victimization rates being
compared. The test statistic‘is considered to follow a standard|normal distrithiitewise, comparisons of
victimization totals can also be tested" by substituting totals for|rates in the pgelogoathesis and test statistic.

For this analysis, egtimates from 2004 were compared to 2005 anes0&tes were compared to 2006 for the
same victimizati®n types and subpopulations listeSkimion 4. The estimates were computed excluding serie
reported victimizations because, for data prior to 2008, the only available WfE<reated excluding series
reported victimizations.

.
Exhili sents the p-values associated with the tests of the cross year comspaoimputed using either the
TS GVF method to estimate the variance of the difference betweeears. Similar to previous exhibits,

R L
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the TSL and GVF p-values are compared by plotting the GVF p-values alonyittantal (x) axis and the TSL p-
values along the vertical (y) axis. For both victimization rates and totals;whleigs are well aligned along the®45
line of equality, which shows that the two methods yield similar redtdtsvictimization totals, there are a few
discordant points where the TSL method yields somewhat higher p-valngbeh@VF method but this does not
seem to indicate any systematic discrepancies between the two methods. kxpetsed that similar results
would have been obtained if series-reported victimizations could have loaeteh with GVFs created including

series reported data.

Exhibit 6. P-valuesfor Comparisons between Single Year Victimization Estimates

Note: Comparisons between 2004 estimates vs. 2005 and 2005 estimad@& vSeRies reported victimizations

were excluded.

7. Cross Pooled Year Comparisons

As was noted iSection 5, |t is often necessary to pool several years of data together in ordeaito @nough cases

to Support an ana

ﬁ'l {RSE

|mﬂds the dlscussﬁmnnn 5 to the test of differences, or conp&ﬁﬁmfzatm" TntaL

NOOHAEO a &t H’ws and test-statistie-fraSection-6-are
1.0 - con3|dered here, but estlmates pooling data from 2002 thrgugh 20&zhamaped with estimates pooling data from
2005 through 2007 using the same victimization type subpopslisi@a inSection 4. The estimates were
ﬁ computed excluding series-reported victimizations
- ™ -
g Exhibit 7 presents the p-values associate with of the cross pooﬁd eafisongpusing either the TSL or the
d_ 0.8 GVF variance estimation methods in the s y as was dfivéibir §. in, the TSL and the GVF methods . a
— yield similar results for both victimizati and totals with the p—yajedisaeiﬁned along the 49ine of -
= equality. Victimization totals include ints where the TSL methpd yieldswhat higher p-values than the [
% GVF method, but a systematic %lﬁe between the two methods at. As before, if GVFs were created & .
E 0.8 - including series reported data, pected that similar results woulg e e resutiechf data. L L » . ?
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Exhibit 7. P-values for Comparisons between Pooled Year Victimization Estimates

Note: Comparisons between pooled 208204 estimates vs. pooled 26@807 estimates. Series reported
victimizations are excluded.

8. Discussion

This evaluation found that direct variance estimation technigues can be utilized MEVS based on publicly-
available data. Comparable results were found between GVFs and direct varianaeee4iii®L and BRR), given
that the appropriate GVF parameters were used based on the inclusion or exélasioes victimizationsT SL and
BRR produced nearly identical results for single year estimates. BefauB&R, it is more difficult to prepare
analysis datasets and replicate weights, and BRR is not available in the mostintpsad software package for
NCVS analysts (SPSS), TSL was selected as the most appropriate direct variantemstiethod for the NCVS
data. GVF and TSL results were comparable for single and pooled year estinedsaassingle and pooled cross-
year comparisons.

While direct vayaptaasimbiion S3misible for analyses of NCVS data, data manifisiaéeded to ﬂﬁ@nﬁa{mn Totals

ges requue a smgle I[lpU[
s requiresrddteo input files and
is based on two sets of analysis Welghts To calcul;at#eﬁanc Sydlive ization summaries must be moved

from the incident file to the household file (for proper,

victimization weights must be parsed into their weid¥ components appdistihtates as appropriate. Because "
these steps are non-trivial, a direct variamee’s Si® has been devel t outlines the pre-processing steps in
detail (Shook-Sa, Couzens, & Berzofsky,'ﬂﬁ s). This guide| witi ilable to analysts of NCVS data to
facilitate direct variance estimation. - —
-"' = [ L
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