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Managing large-scale data with a small team

– CJARS collects data from hundreds of criminal justice agencies, from municipal police
departments to county courts to departments of corrections

– More than 3 billion rows of raw data from 30 states covering 177 million criminal justice
events and 38 million unique individuals

– Core goals of harmonization process:
– Transform jurisdiction-specific data into a national schema

– Maintain high level of data quality

– Transparency – include both coded values and original text where possible
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Outline

1. Overview of CJARS data processing pipeline

2. Four major processes for managing data quality
– Real-time review

– Benchmarking

– Assessing coverage

– Review pipeline and dashboard

3. Future developments
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CJARS Pipeline begins with data intake

– Metadata related to relational structure,
data source, intake date, etc. are tied to a
unique dataset identifier

– MI/St/DOC/20210422

– The Localization stage brings all data
into Stata format

– Most data processing is in Stata, with
Python used for supplementary parsing
and machine learning

Figure 8. CJARS data processing sequence at the University of Michigan
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to generate a unique, person-level identifier that tracks involvement in the justice system across jurisdictions, over time, and209

through the various procedural domains of the justice system. Our approach to entity resolution leverages a biometrically210

trained probabilistic matching model12.211

The entity resolution process identifies and assigns each individual a unique cjars_id (see Figure 9). These identifiers are212

added to the cleaned data that have been stripped of all PII variables and are transferred to the anonymized partition of the213

CJARS secure data servers, where the records undergo further processing. The separation between the PII and anonymized214

partitions aims to restrict access to PII variables to CJARS staff with an operational need, adding additional privacy and215

confidentiality protections within our organization.216

With cjars_ids attached, the data next proceeds through harmonization, which brings each individual dataset into the217

common national schematic adopted in the CJARS data platform. The purpose of harmonization is to align disparate source218

files to reduce barriers for multi-jurisdictional research. This is accomplished through both populating a uniform set of variables219

from each source file, and ensuring coded values follow a consistent standard. One example of the latter is offense classification220

where we have to translate over 4 million unique text descriptions into a unified set of offense codes. This specific task is221

accomplished through a machine learning model that CJARS has developed in partnership with Measures for Justice, known as222

the Text-based Offense Classification (TOC) tool13.223

The final two data processing steps at the University of Michigan involve event deduplication and episode resolution.224

Because we receive data from agencies with overlapping data coverage (e.g., statewide repositories and local criminal courts)225

as well as repeated extracts over time with evolving information on local caseloads, the de-duplication stage is critical to ensure226

that we are not over-counting the number of distinct points of contact that individuals have with the justice system. Lastly,227

episode resolution generates crosswalks that connect the procedural stages of the justice system to each other using contextual228

information like event timing, offense types, and sentencing outcomes.229

Data Integration at the Census Bureau230

After data processing at the University of Michigan is complete, the data are securely transferred to the U.S. Census Bureau for231

integration into the FSRDC system. This begins with the CJARS roster file being processed through the Person Identification232
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PII is extracted and linked

– Standardization includes race imputation

– Entity resolution algorithm matches PII
within individual datasets, then reconciles
matches at the state level, across all data
sources (e.g. DOC, courts, county sheriffs)

– See the working paper:
https://cjars.isr.umich.edu/
entity-resolution-download/

– PII is removed from source files and
replaced with a cjars_id

Figure 8. CJARS data processing sequence at the University of Michigan
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Harmonization brings data into a national schema
– Each record in a CJARS table captures an

individual criminal justice event

– Adjudication: Individual charges, including
conviction information

– Arrest: Arrest and booking information,
charge-level

– Incarceration, Probation, Parole: Spells,
including begin and end date

– Documentation:
https://cjars.isr.umich.edu/
data-documentation-download/

– Tools for quality and consistency

– TOC tool

– State-level crosswalks

Figure 8. CJARS data processing sequence at the University of Michigan

Data providers

Intake

Raw data

Localization

Formatted data

Standardization

Cleaned PII

Entity resolution

Anonymized data

CJARS person IDs

Harmonization

Cleaned data

Deduplication

Combined data

Episode resolution

Working data

Stabilize events data

CJARS research database

Update

Working roster

Stabilize roster

PII roster

Update

U.S. Census Bureau

Organization

SDE at Univ. of Michigan

Code

Data

Admin. action

P
II

di
vi

si
on

A
no

ny
m

iz
ed

di
vi

si
on

to generate a unique, person-level identifier that tracks involvement in the justice system across jurisdictions, over time, and209

through the various procedural domains of the justice system. Our approach to entity resolution leverages a biometrically210

trained probabilistic matching model12.211

The entity resolution process identifies and assigns each individual a unique cjars_id (see Figure 9). These identifiers are212

added to the cleaned data that have been stripped of all PII variables and are transferred to the anonymized partition of the213

CJARS secure data servers, where the records undergo further processing. The separation between the PII and anonymized214

partitions aims to restrict access to PII variables to CJARS staff with an operational need, adding additional privacy and215

confidentiality protections within our organization.216

With cjars_ids attached, the data next proceeds through harmonization, which brings each individual dataset into the217

common national schematic adopted in the CJARS data platform. The purpose of harmonization is to align disparate source218

files to reduce barriers for multi-jurisdictional research. This is accomplished through both populating a uniform set of variables219

from each source file, and ensuring coded values follow a consistent standard. One example of the latter is offense classification220

where we have to translate over 4 million unique text descriptions into a unified set of offense codes. This specific task is221

accomplished through a machine learning model that CJARS has developed in partnership with Measures for Justice, known as222

the Text-based Offense Classification (TOC) tool13.223

The final two data processing steps at the University of Michigan involve event deduplication and episode resolution.224

Because we receive data from agencies with overlapping data coverage (e.g., statewide repositories and local criminal courts)225

as well as repeated extracts over time with evolving information on local caseloads, the de-duplication stage is critical to ensure226

that we are not over-counting the number of distinct points of contact that individuals have with the justice system. Lastly,227

episode resolution generates crosswalks that connect the procedural stages of the justice system to each other using contextual228

information like event timing, offense types, and sentencing outcomes.229

Data Integration at the Census Bureau230

After data processing at the University of Michigan is complete, the data are securely transferred to the U.S. Census Bureau for231

integration into the FSRDC system. This begins with the CJARS roster file being processed through the Person Identification232

11/15

(University of Michigan) CJARS Data Quality Automation 6 / 19

https://cjars.isr.umich.edu/data-documentation-download/
https://cjars.isr.umich.edu/data-documentation-download/


Four major data quality review processes

– Real-time review integrated into processing and code review

– Benchmarking against external data

– Assessing geographic and temporal coverage

– Review dashboard for aggregate statistics
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Managing data quality in production with
real-time review

– Collaboration between data processing and data collection teams

– Integrated automatic quality checks

– Data types, invalid dates

– Reports generated by standard processing scripts
– Percent of missing values

– Distributions of dates and categorical variables
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Benchmarking CJARS against public data

– Sources:

– Annual Parole Survey and Annual Probation
Survey (APS)

– National Prisoner Statistics Program (NPS)

– National Corrections Reporting Program
(NCRP)

– High quality external data is available for
incarceration, probation, and parole

– Adjudication and arrest data are harder to
benchmark

Colorado - Raw count of incarceration entries by year
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Assessing coverage

– We receive datasets with widely varying
temporal and geographic coverage, from
historical data to snapshots of current
populations

– A data-driven process provides an initial guess
at the coverage based on the distribution of
key date variables

– The data collection team makes a full
coverage assessment after harmonization
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Review dashboard for aggregate statistics

– Three kinds of aggregate statistics:

– Caseloads – per capita rates of incarceration, charges, convictions, etc.

– Case processing characteristics – case processing time, average incarceration spell length, etc.

– Follow-up statistics – recidivism; outcomes related to health and income (produced on the Census
Bureau’s IRE system)

– Two-stage pipeline:

– Caseload statistics go through algorithmic and human review

– Once a caseload statistic is validated, any other statistics that it supports are cleared for review
– e.g. Average incarceration spell length for a jurisdiction and date range can only be reviewed

once the respective incarceration entries and exits have been validated
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Dashboard supports internal review
and external release

2b. Follow-up

Review for Internal Production Review for External Release

Caseload validated

2a. Case Processing 
Characteristics

Data quality issues detectedData processing team
addresses root issues to
improve CJARS vintage 1. Caseload

Censor affected data points
and release statistics

Data quality issues detected
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Automated review pipeline

1. Initial demographic review

2. An ensemble of heuristics and statistical
checks flag individual data points

3. Human review of caseload statistics via
interactive dashboard

4. Propagate results of caseload review to
dependent statistics

5. Repeat the pipeline and human review process
for case processing characteristics and
follow-up statistics
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Flags in the automated review pipeline

– Demographic check – look for jurisdictions with race, gender, and age profiles outside of
reasonable upper and lower bounds

– ‘Blind’ check for outliers – look for extreme high and low values across all years and jurisdictions

– Autocorrelation, lag 1 – look for consistency of trend

– Urban/rural comparison – look for years in which the typical relationship between urban and rural
counties changes

– Aggregating counties into bins by size
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Reviewing flagged series with multiple methods

North Carolina - per capita incarceration entries North Carolina - Raw count of prison entries
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Identifying coverage issues within
and across counties

Kent County, MI - Felony charges per capita Kent County, MI - Felony convictions per capita
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Identifying coverage issues within
and across counties

Kent County, MI - Felony charges per capita Kent County, MI - Felony convictions per capita
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Censoring statistics for public release

Kent County, MI - Felony charges per capita

Kent County - Felony charges per capita,
with dashboard interface
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Future Developments

– We are currently migrating to a new system designed to improve data processing and quality
review in a variety of ways

– Storing all metadata in JSON files, which facilitates:
– Centralized schema for generating and validating variables

– Browser-based interfaces for managing dataset metadata and data quality review checklists

– Offloading space-intensive string variables into a SQL database

– Managing all core data processing tasks with Python for improved parallelization, modularity, and
logging

– Improved tools for automatically parsing PII

– Learn more at http://cjars.isr.umich.edu
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